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Abstract

Tobacco3482 is a widely used document classification
benchmark dataset. However, our manual inspection of the
entire dataset uncovers widespread ontological issues, es-
pecially large amounts of annotation label problems in the
dataset. We establish data label guidelines and find that
11.7% of the dataset is improperly annotated and should
either have an unknown label or a corrected label, and
16.7% of samples in the dataset have multiple valid la-
bels. We then analyze the mistakes of a top-performing
model and find that 35% of the model’s mistakes can be
directly attributed to these label issues, highlighting the
inherent problems with using a noisily labeled dataset as
a benchmark. Supplementary material, including dataset
annotations and code, is available at github.com/gordon-
lim/tobacco3482-mistakes/.

1. Introduction
Document classification is a fundamental component of

document processing pipelines used by organizations for ef-
ficient search and retrieval [4]. Recent advances in docu-
ment classification have demonstrated continuous improve-
ment in performance on the Tobacco3482 [19] document
image dataset (e.g., [1,5,13,16]). However, a growing body
of research on dataset quality casts serious doubt on the use-
fulness of many benchmark datasets for evaluating model
performance [2,6,7,18]. Notably, widely-used datasets like
ImageNet [3] has been found to have labeling issues, includ-
ing incorrect labels and images that should be assigned mul-
tiple labels [12,14,15]. Such issues destabilize benchmarks
and make low capacity models seem less performant than
they are [15]. To our knowledge, no studies have yet quan-
tified the extent of label issues in the Tobacco3482 dataset.

This short paper presents the first examination of the
Tobacco3482 dataset for data label issues. We conduct
a thorough review of the Tobacco3482 dataset, and find
that 11.7% of samples from the dataset are either mis-
labeled or do not belong to any of Tobacco3482’s labels,
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Figure 1. Top row: un-problematic document images from To-
bacco3482. Bottom row: samples from Tobacco3482 that are erro-
neously labeled (left and center) or could have multiple valid labels
(right). Bottom left: the document is not a news article. Bottom
center: the document should be labeled as Memo and not Letter.
Bottom right: the image contains both a letter (background) and a
note (foreground), and thus could have two valid labels (Note and
Letter).

and 16.7% of samples from the dataset have multiple valid
labels. Examples of data labeling issues are shown in Fig-
ure 1. To contextualize the impact of these data labeling
issues on model evaluation, we analyze the mistakes of a
top-performing transformer-based document image classi-
fication model and find that 35% of the model’s mistakes
are actually valid alternative labels or images that were not
represented by any of the dataset’s labels. Overall, our find-
ings highlight flaws in the Tobacco3482 dataset concerining
data quality.

https://github.com/gordon-lim/tobacco3482-mistakes/
https://github.com/gordon-lim/tobacco3482-mistakes/


Category Label Guidelines
ADVE Media targeted towards a general audience to promote a product, service, or agenda. Can be found in newspapers. Excludes

magazine covers and content drafts.
Email Electronic mail, often including “Sent via electronic mail” or timestamps. Common features are “To/From”, “Subject”, “cc”

fields, and digital attachments. Excludes HTML code.
Form Documents with spaces (boxes, lines, etc.) to be filled in. Examples include registration forms, report templates, and data sheets.

Excludes documents that print “Form” but do have fillable spaces.
Letter Messages delivered on physical paper with physical addresses. Features include a letterhead, recipient’s name, address, salutation

(e.g., “Dear xxx”), and sign-off (e.g., “Sincerely,”). Excludes memos using “letter” in its subject.
Memo Documents addressed to an organization or person, often denoted by “To/From”. They might state “Memo”, “Memorandum”, or

“Correspondence”. Typical content include policy changes, meeting schedules, event invitations, recommendations, or actions.
Excludes documents that print “File note” not addressed to anyone.

News Articles resembling those in newspapers, typically with multiple columns and select font enlarged. They may also include
newspaper clippings. Excludes scientific articles published in scientific news platforms.

Note Handwritten or typed brief messages. Typically smaller than letter-sized paper and have minimal layout features. Excludes
handwriting on other documents and Reports with “Note” in title.

Report Formal documents presenting information, often with section headers such as introduction, methodology, and results. Topics can
be scientific or non-scientific and might include data reports, findings, or series of events. May also presented using bullet lists
or tables. Excludes documents that are primarily applications, requests, or proposals.

Resume Formal documents containing personal career and/or education information, often titled “Curriculum Vitae”, “Resume” or “Bio-
graphical Sketch”. They include personal information like name, title, birth date, education, and professional experience.

Scientific Documents containing scientific knowledge, typically written by scientists, often featuring scientific terms, mathematical for-
mulas, and section headers like Abstract. Examples include research papers, grant applications, and project reports. Excludes
business reports and product development reports.

Table 1. Guidelines and examples illustrating how we assigned new labels for the Tobacco3482 dataset.

2. A Review of Tobacco3482
In this section we first discuss the background and con-

tent of Tobacco3482, then we conduct a review of the
dataset in order to establish label guidelines.

2.1. Background on Tobacco3482

Tobacco3482 [19] consists of 3,482 document images,
each labeled as one of 10 categories: Advertisement
(ADVE), Email, Form, Letter, Memo, News, Note, Report,
Resume, or Scientific. These images were sampled from the
IIT Complex Document Information Processing (IIT-CDIP)
Test Collection, which in turn sources its documents from
the Truth Tobacco Industry Documents (TTID).1 TTID is
a document collection containing internal documents from
major US tobacco companies, released as part of legal set-
tlements [9]. Documents in TTID have one or multiple
manual document category annotations2 that include the 10
Tobacco3482 categories. Using TTID’s API, we searched
for Tobacco3482 documents by searching for the Bates
numbers in their filenames, resulting in the identification
of 1,707 documents. Of these, 134 documents (3.8% of
the entire Tobacco3482 dataset) have multiple Tobacco3482
category annotations. This indicates that at least some of
the documents from Tobacco3482 may have valid alter-
nate labels. Despite this, the Tobacco3482 dataset still as-
signs only a single label to all of its documents. Further-
more, there are no formal labeling guidelines reported by

1Available at: industrydocuments.ucsf.edu/tobacco/ TTID was previ-
ously known as the Legacy Tobacco Documents Library (LTDL).

2Larson, et al. (2023) [7] hypothesize that these category labels were
assigned by human annotators employed by the TTID’s parent organization
(the LTDL).

Tobacco3482, IIT-CDIP, or TTID, which raises concerns
about the consistency and reliability of the labels within the
Tobacco3482 dataset.

2.2. Data Label Guidelines and Review

We seek to quantify the amount of label errors in the
Tobacco3482 dataset. Since the Tobacco3482 dataset (and
its parent TTID corpus) contains no labeling guidelines, we
conducted an initial review of the Tobacco3482 dataset in
order to establish annotation guidelines. We documented
the process and provide a brief version of our guidelines,
along with descriptive examples, in Table 1. This proce-
dure was also conducted in prior work by Larson, et al.
(2023) [7], who established label guidelines in order to an-
alyze label error rates in the RVL-CDIP dataset.

Like Larson, et al. (2023) [7], we then reviewed the To-
bacco3482 dataset using our guidelines, and re-annotated
any document images that were problematically labeled.
We tracked three types of problematic label types: (1)
unknown, where the document image does not fit within
the guidelines of any of the 10 Tobacco3482 categories;
(2) mis-labeled, where the document image should be re-
annotated with a different, more correct Tobacco3482 cat-
egory; and (3) multiple labels, where the document image
contains multiple valid category labels. Examples of each
problematic label type are displayed in Figure 2. We quan-
tify the amount of each problematic label type below.

Unknown and Wrong Labels. We found 151 documents
that did not belong to any of the 10 Tobacco3482 cate-
gories according to our guidelines in Table 1. Addition-
ally, we found 258 documents that were incorrectly labeled

https://www.industrydocuments.ucsf.edu/tobacco/
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Figure 2. Examples of problematic samples from Tobacco3482. Top row: documents where the valid label is unknown. Middle row:
documents that have the wrong original label (shown in red (top label) with corrected label shown in blue (bottom label)). Bottom row:
documents that have multiple valid labels (original label shown on top, with additional valid label shown on bottom).

and have a valid alternative. Together, these two label is-
sues account for 409 samples, or 11.7% of the entire To-
bacco3482 dataset. Table 2 displays the rates of each label
error type for each Tobacco3482 category. The Scientific
category contains many errors; roughly 14.6% of its docu-
ments are unknown, and 23.8% documents are mis-labeled.
Roughly 24% of the Letter category is mis-labeled, where
most of the corrections should be to the Memo category (see
the companion repository for a confusion matrix3).

Multiple Lables. We identified 583 samples (16.7% of
the dataset) that should have multiple valid Tobacco3482
category labels. Figure 3 compares the overlap between
different Tobacco3482 categories on our multi-label anno-
tations. The Memo and Report categories exhibit the most
overlap, as reports can often be written in memo format for
communication purposes. The Report and Scientific cate-

3github.com/gordon-lim/tobacco3482-mistakes/

Category Num. Samples % Unknown % Mis-Label

ADVE 230 7.39 2.17
Email 598 2.51 2.68
Form 431 9.05 4.18
Letter 567 0.35 24.0
Memo 620 0.16 0.48
News 188 3.19 0.00
Note 201 6.97 4.48
Report 265 7.17 3.40
Resume 119 0.00 0.00
Scientific 261 14.6 23.8

Table 2. Number of samples for each category, and label error
rates for unknown and mis-labeled samples in Tobacco3482.

gories also contain much overlap, since report-style docu-
ments can encapsulate the results of scientific studies, and
vice-versa. (See the companion repository for examples.)

https://github.com/gordon-lim/tobacco3482-mistakes/
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Figure 3. UpSet plot [10] of multi-label Tobacco3482 category annotations. A majority of the documents with multiple labels are docu-
ments that are both Reports and Memos.

3. Impact of Label Issues on the Classification
Task

To contextualize the impact of these data labeling is-
sues on model evaluation, we analyze the mistakes of a DiT
model [11]. We used a DiT model from Hugging Face4,
using RVL-CDIP [4] pre-trained weights. We selected this
model because it is a top-performing model on RVL-CDIP,
has not yet been benchmarked on Tobacco3482, and has ac-
cessible source code. To collect DiT’s mistakes on the entire
original (i.e., un-corrected) Tobacco3482 dataset, we per-
formed our evaluation using 4-fold cross-validation, achiev-
ing a 84.1% top-1 accuracy.

Following the above, we found that of the 554 mistakes
made by the DiT model on the un-corrected Tobacco3482
dataset, 196 of them were not actually mistakes. Specifi-
cally, in 147 instances, the model predicted an alternative
valid label from our multi-label annotations. Additionally,
in 49 instances, the model faced the unfair and impossi-
ble challenge of predicting an unknown label. If we con-
sider these mistakes as correct, the DiT model’s accuracy
would increase to 89.7%. This marks a 5.7% improvement
from the original 84.0% accuracy and brings it closer to
a more recent method that achieved 90.7% accuracy using
four times more parameters [16].

4. Discussion
We inspected the Tobacco3482 dataset for problematic

annotation labels and found there to be a substantial amount
of various types of label issues. Within the document un-
derstanding realm, this finding is unfortunately shared in

4huggingface.co/docs/transformers/en/model doc/dit

common with the larger RVL-CDIP document classification
corpus, in which Larson, et al. (2023) [7] observed similar
label problems. Thus, published model performance on the
original versions of Tobacco3482 and RVL-CDIP may not
be indicative of a model’s capabilities. In a recent orthog-
onal finding to ours, Saifullah, et al. (2024) [17] observed
that both Tobacco3482 and RVL-CDIP contain significant
feature biases like numeric codes in the document images
that impact model performance. Like us, Saifullah, et al.
raise concern over whether published model performance
on the original Tobacco3482 dataset is a valid measure of a
model’s true capabilities. Moreover, recent work by Larson,
et al. (2024) [8] found large amounts of sensitive personal
information in both Tobacco3482 and RVL-CDIP; we thus
caution researchers in the document understanding commu-
nity on using Tobacco3482 and other datasets derived from
TTID due to the presence of label errors, data bias, and sen-
sitive material.

5. Conclusion
This short paper represents a first effort to measure the

extent of label errors in the Tobacco3482 dataset, adding
to the relevant literature alongside papers that do the same
for other datasets, such as RVL-CDIP [7]. We also present
early evidence showing how such errors can make model
accuracy scores on these benchmarks misleading, as many
classification mistakes committed by the DiT classifier were
not actually mistakes. As model performance approaches
near-perfect levels (>95%), it is crucial that these accuracy
metrics reflect a model’s ability to learn meaningful features
seen in the real world, rather than spurious features in the
dataset.

https://huggingface.co/docs/transformers/en/model_doc/dit
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