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Abstract

Structured document generation relies on mapping logical
content to its displayed form, which requires integration of
visual, textual, and layout elements. This paper presents a
novel approach to structured document editing by leverag-
ing the object recognition capabilities of Visual-Language
Models (VLMs) to eliminate the dependency on specialized
segmentation modules. By integrating state-of-the-art open-
world VLMs, we propose a simple in-context learning frame-
work that enhances the flexibility and efficiency of Language-
guided Document Editing (DocEdit) tasks. Our method
demonstrates promising performance in addressing complex
document modifications, such as spatial alignment, compo-
nent merging, and regional grouping, while maintaining the
coherence and intent of the original document. Through
our proposed few-shot evaluation benchmark suite, we high-
light the potential of VLMs in this direction. Furthermore,
we propose a refined evaluation protocol that incorporates
both spatial and semantic reasoning, ensuring a compre-
hensive assessment of the modified (edited) output for the
task. Experimental results underscore the effectiveness of
our framework in advancing the capabilities of structured
document editing systems.

1. Introduction

In structured document generation systems, a key compo-
nent is the mapping of logical content to its displayed form,
either on paper or screen. This mapping often links visual
specifications with document grammar elements, dictating
how each component should appear [8]. Layout can be man-
aged by associating formatting attributes (like margins or
spacing) with elements or using action routines to adjust
global display settings. Alternatively, a design can be ex-
plicitly defined through templates or interactive tools, which
allows precise control over where content is placed. In this
context, Language-guided Document Editing (a.k.a DocEdit)
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Figure 1. An Illustration of the In-Context Learning prompt
template used for DocEdit, utilizing a chosen VLM model and an
edit request from the user.

entails modifying the textual, visual and structural compo-
nents of a document image in response to open-ended user
requests related to spatial alignment, component placement,
regional grouping, replacement, resizing, splitting, merging,
and applying special effects [9, 15]. This editing process is
inherently generative, requiring the creation of a new edited
output that reflects the "user modifications" while preserving
the overall coherence and intent of the original document.

Generative approaches, including diffusion models [18]
have shown potential in the visual domain but struggled to
reproduce multimodal elements (combining visual, textual,
and layout modalities) [7, 24]. The emergence of Visual-
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Figure 2. Our proposed framework allows for a plug-and-play approach, enabling the integration of any VLM within the pipeline to extract
the corresponding attributes for evaluation.

Language Models (VLMs) with the Flamingo [2] family
provided a huge breakthrough in this direction by performing
several multimodal tasks (such as captioning, visual dialogue
generation, or visual question-answering) from only a few
input/output examples. Their ability to handle interleaved
text and visual sequences makes it natural to use them for
in-context few-shot learning, analogously to GPT-3 [4] with
few-shot text prompting. Liu et. al. [14] introduced visual
instruction tuning to further enhance instruction following
capabilities of VLMs. We refer readers to this multimodal
large language models (MLLMs) [5] survey for a more up-
to-date literature compilation.

The current state-of-the-art (DocEdit-v2 [20] in the Do-
cEdit benchmark has leveraged the power of Large Multi-
modal Models (LMMs) like Gemini [22] or GPT4-V [1] by
fusing with the Doc2Command [21] segmentation module,
which grounds the edit location in the document image to fi-
nally generate the edit commands. However, in this work, we
utilize the object recognition capabilities of VLM’s instead
to propose a framework which doesn’t require a specialized
segmentation module for localizing object elements within
the document. Moreover, we also integrate more open-world
multimodal VLMs in document understanding [11, 12] and
explore their in-context learning abilities by proposing a few-
shot evaluation benchmarking. Lastly, we also emphasize
the need for a proper evaluation protocol (closer to human
evaluation) when evaluating the DocEdit task, which com-

prises reasoning over both spatial and semantic components
of a document to generate the final output. The overall con-
tributions of this work can be summarized in three folds:
1) A simple and flexible In-Context Learning framework
for Document Editing Task, that enables the integration of
any open world VLM models 2) A Few-Shot Evaluation
Benchmark suite for Document Editing task, that could be
further utilized for future enhancements 3) A new evaluation
metric which assesses both exact and semantic matches for
structured document editing.

2. Proposed Methodology
2.1. Dataset: "DocEdit"

The DocEdit dataset addresses the novel task of language-
guided localized document editing, pairing user-provided
natural language editing requests with executable commands
applied to PDF documents. The public version includes
12,704 unique PDF images, split into 8,067 for training,
1,630 for testing, and 3,007 for validation. These splits
correspond to 12,464, 1,780, and 3,563 editing request-
command pairs, respectively. Unlike the dataset used in prior
works [15], [23], [21], [20], public version of this dataset
lacks bounding box annotations and ground truth edited im-
ages. It supports diverse editing operations—such as adding,
deleting, modifying, or rearranging document components
like text, images, or layouts—and incorporates multimodal
features (textual, visual, spatial). This makes it a benchmark
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Text-only Models
T5 0.192 0.136 0.137 0.278 0 0 0 0 0 0 0 0
GPT2 0.331 0.339 0.345 0.344 0.033 0.091 0.079 0.062 0.127 0.145 0.166 0.199
VLMs
Idefics2 0.678 0.741 0.742 0.753 0.597 0.653 0.706 0.701 0.093 0.649 0.611 0.679
Idefics3 0.652 0.660 0.753 0.769 0.733 0.653 0.727 0.767 0.001 0.320 0.633 0.669
Llava 0.643 0.701 0.724 0.748 0.604 0.646 0.521 0.325 0.047 0.552 0.490 0.299
Llava-next 0.629 0.669 0.705 0.739 0.560 0.692 0.703 0.688 0 0.009 0.273 0.623
Qwen_vl 0.388 0.392 0.399 0.432 0.393 0.478 0.448 0.426 0.502 0.577 0.503 0.554

Table 1. Performance of In-Context Learning with Few-Shot Models across different metrics. Across the columns: dark green highlights the
best performance, while light green indicates the next best performance. Detailed explanations of the results are provided in Section 3.1 and
Section 3.3.

Model Finetuned Rouge-L Finetuned Action Match Finetuned Component Match
Text-only Models
T5 0.76 0.81 0.29
GPT2 0.76 0.81 0.29
Explicit OCR Models
DocEditor 0.86 0.87 0.41
VLMs
Idefics2 0.86 0.89 0.81
Idefics3 0.85 0.88 0.81
Llava 0.75 0.71 0.72
Llava-next 0.74 0.86 0.80
Qwen_vl 0.76 0.83 0.75
Current SOTA
DocEdit-v2 0.86 0.85 0.86

Table 2. Comparison of fine-tuned models with few-shot ablations. Across the rows, dark green highlights the best performance, while light
green indicates the second-best performance. The performance of Q-LoRA fine-tuned models is comparable to the fully fine-tuned SOTA
model (see Section 3.2 and Section 3.3 for details)

for intelligent document editing model development.
Why this dataset? The DocEdit dataset is the first of its kind
to combine multimodal features, enabling a robust evaluation
of models designed for intelligent and localized document
editing tasks. Its diversity and emphasis on real-world edit-
ing scenarios make it a suitable benchmark for this domain.

2.2. Overview of Vision-Language Models Used

We evaluated various pre-trained VLMs specifically trained
on document images, such as Idefics2 [12], Idefics3 [10],
Llava-next [14], and Qwen_vl [3]. These were compared
against text-only models like T5 [17] and GPT-2 [16] and
VLMs trained on non-document images, such as Llava [13].

2.3. In-Context Learning with Customised Prompts

Our approach leverages in-context learning by constructing
tailored prompts that explicitly guide the model on the task,
define input-output formats, and outline possible values for
each software command attributes (Figure 1). These prompts
are designed to include diverse examples that comprehen-
sively represent all potential actions.

2.4. Standard Evaluation Metrics

We used the following established metrics from [15] for
command generation: 1) ROUGE-L: Measures sequence
similarity using the longest common subsequence (LCS). 2)
Action Match (AM): Assesses the exact match accuracy
of the action_para attribute. 3) Component Match (CM):
Assesses the exact match accuracy of the component_para
attribute.

2.5. Flow Graph Metric

Global metrics like Rouge-L are effective for most text gen-
eration tasks. However, we observe that such metrics are
less suitable for structured text generation, where both ex-
act and semantic equivalence are crucial. For instance, in
DocEdit, exact match accuracy is required for action_para
and component_para, while semantic match equivalence is
assessed for initial_state and final_state using a pretrained
sentence transformer. To better align with human judgment,
we propose a hybrid evaluation metric that combines exact
and semantic matches (Figure 2). Specifically, we utilize
simple exact match accuracy for action_para and compo-



Model RougeL Score Flow Graph Score Correlation (RougeL, Human) Correlation (Flow Graph, Human)
idefics2 0.8621 0.7987 0.6375 0.6762
idefics3 0.8507 0.7782 0.5324 0.5559
llava 0.5532 0.6047 0.1988 0.3440
llava_next 0.5563 0.7037 0.2744 0.5429
qwen 0.7982 0.7079 0.3970 0.4702
T5 0.8479 0.7756 0.5504 0.5692
GPT2 0.8092 0.7627 0.4520 0.5576

Table 3. Point-biserial correlation comparison of Rouge-L and Flow Graph scores with human judgment. The scores are averages across all
test examples, and the correlation is calculated using the point-biserial function in scipy (Refer Section 2.5)

nent_para, apply a sentence transformer for initial_state and
final_state, and aggregate the results. Our proposed metric
demonstrates a higher point biserial correlation with human-
evaluated binary scores compared to the Rouge-L metric
(Table 3).

3. Experiments and Results

3.1. Performance of In-Context Learning

In-context learning demonstrates strong performance with
vision-language models (VLMs) pre-trained on diverse docu-
ment datasets containing interleaved text-image pairs. These
models outperform VLMs trained on non-document images.
Moreover, as the number of examples (shots) in the prompt
increases, the model’s task understanding improves, result-
ing in better command generation performance across the
metrics (Table 1). This suggests that VLMs can implicitly
capture and utilize document layout information during in-
ference.

3.2. Fine-Tuning Experiments

Due to computational constraints, we fine-tuned all VLMs us-
ing Q-LoRA [6]. To ensure a fair comparison, the fine-tuning
process was limited to a fixed number of iterations, reflect-
ing the resource limitations commonly faced by the general
public. Despite this restricted fine-tuning, idefics2 achieved
results comparable to the DocEdit-v2 model. The similar
performance of T5 and GPT-2 with models like LLaVA,
LLaVA-Next, and Qwen_VL can be attributed to the fact
that T5 and GPT-2, being text-only models, were fully fine-
tuned. However, the VLMs are expected to exhibit better
performance and generalization capability [19] when fully
fine-tuned.

3.3. Analysis of Results

In Table 1, we observe a trend where increasing the number
of examples (shots) in in-context learning generally leads to
improved performance metrics for RougeL, Action Match,
and Component Match, respectively. However, in the case of
Action Match, we note that performance peaks at a certain
number of shots, after which it declines as the shot count
continues to increase. For fine-tuned models on this specific

task, state-of-the-art performance is achieved using quan-
tized fine-tuning, which outperforms full training for the
SOTA Docedit-V2 model [20] except in component match
score as shown in Table 2.

4. Conclusion and Future Scope
In this work, we demonstrated the potential of Visual Lan-
guage Models (VLMs) for language-guided document edit-
ing, leveraging their multimodal grounding to overcome
the limitations of traditional OCR-based methods. VLMs
exhibited strong performance by balancing semantic coher-
ence and structural precision, significantly outperforming
text-only models and non-document-trained VLMs. Our pro-
posed hybrid evaluation metric aligned better with human
judgment, addressing the nuanced demands of structured
command generation. We also highlighted the efficiency of
in-context learning as a resource-friendly alternative to fine-
tuning, enabling VLMs to adapt effectively to diverse tasks
with minimal computational overhead. Lightweight fine-
tuning methods like Q-LoRA showed competitive perfor-
mance, suggesting a path forward for accessible and scalable
solutions.
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